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Abstract

In this note we give representations for the partition algebra A3(Q) in
Young’s seminormal form. For this purpose, we also give the defining relations
of An(Q) and An− 1

2
(Q).

1 Introduction

1.1 Definition of the partition algebra

Let M = {1, 2, . . . , n} be a set of n symbols and F = {1′, . . . , n′} another
set of n symbols. We assume that the elements of M and F are ordered by
1 < 2 < · · · < n and 1′ < 2′ < · · · < n′ respectively. Consider the following set
of set partitions:

Σ1
n = {{T1, . . . , Ts} | s = 1, 2, . . . ,

Tj (̸= ∅) ⊂ M ∪ F (j = 1, 2, . . . , s), (1)
∪Tj = M ∪ F, Ti ∩ Tj = ∅ if i ̸= j}.

We call an element w of Σ1
n a seat-plan and each element of w a part of w. It is

easy to see that the number of seat-plans is equal to B2n, the Bell number.
For w ∈ Σ1

n consider a rectangle with n marked points on the bottom and
the same n on the top as in Figure 1. The n marked points on the top are
labeled by 1, 2, . . . n from left to right. Similarly, the n marked points on the
bottom are labeled by 1′, 2′, . . . , n′. If w consists of s parts, then put s shaded
circles in the middle of the rectangle so that they have no intersections. Then
we join the 2n marked points and the s circles with 2n shaded bands so that
each shaded circle represent a part of w.

Using these diagrams, for w1, w2 ∈ Σ1
n, an arbitrary pair of seat-plans, we can

define a product w1w2. The product is obtained by placing w1 on w2, gluing the
corresponding boundaries and shrinking half along the vertical axis. We then
have a new diagram possibly containing some shaded regions which are not
connected to the boundaries. If the resulting diagram has p such regions, then
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Figure 1: A seat-plan of Σ5

the product is defined by the diagram with such region removed and multiplied
by Qp. Here Q is an indeterminate. (It is easily checked that the product
defined above is closed in the linear span of the set of seat-plans Σ1

n over Z[Q].)
For example, if

w1 = {{1, 1′, 4′}, {2, 5}, {3, 4}, {2′}, {3′, 5′}} ∈ Σ1
5

and
w2 = {{1, 1′, 3′, 4′}, {2}, {3, 5}, {4}, {2′, 5′}} ∈ Σ1

5,

then we have

w1w2 = Q2{{1, 1′, 3′, 4′}, {2, 5}, {3, 4}, {2′, 5′}} ∈ Z[Q]Σ1
5

as in Figure 2. By this product, the set of linear combinations of the elements of
Σ1

n over Z[Q] makes an algebra An(Q) called the partition algebra. The identity
of An(Q) is a diagram which corresponds to the partition

1 = {{1, 1′}, {2, 2′}, . . . , {n, n′}}.

We put A0(Q) = A1(Q) = Z[Q]. We can define An(Q) more rigorously in terms
of the set partitions (See P. P. Maritin’s paper [13]).

Next we define special elements si, fi (1 ≤ i ≤ n − 1) and ei (1 ≤ i ≤ n) of
Σ1

n by

si = {{1, 1′}, . . . , {i − 1, (i − 1)′}, {i + 2, (i + 2)′}, . . . , {n, n′},
{i, (i + 1)′}, {i + 1, i′}}

fi = {{1, 1′}, . . . , {i − 1, (i − 1)′}, {i + 2, (i + 2)′}, . . . , {n, n′},
{i, i + 1, i′, (i + 1)′}}

ei = {{1, 1′}, . . . , {i − 1, (i − 1)′}, {i}, {i′}{i + 1, (i + 1)′}, . . . , {n, n′}}.

The diagrams of these special elements are illustrated by the figures in Figure 3.
Note that in the picture of ei, there exist “a male” only part and “a female”
only part. We call such a part “defective” (see Section 3.1).
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Figure 2: The product of seat-plans
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Figure 3: Special elements
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We easily find that they satisfy the following basic relations.

fi+1 = sisi+1fisi+1si (i = 1, 2, . . . , n − 2),
ei+1 = sieisi (i = 1, 2, · · · , n − 1) (R0)

s2
i = 1 (i = 1, 2, . . . , n − 1),

sisi+1si = si+1sisi+1 (i = 1, 2, . . . , n − 2),
sisj = sjsi (|i − j| ≥ 2),

(R1)

f2
i = fi, fifj = fjfi, (R2)

fisi = sifi = fi, (R3)

fisj = sjfi (|i − j| ≥ 2), (R4)

e2
i = Qei, (E1)

sieiei+1 = eiei+1si = eiei+1 (i = 1, 2, . . . , n − 1), (E2)

eisj = sjei (j − i ≥ 1, i − j ≥ 2), eiej = ejei, (E3)

eifiei = ei ei+1fiei+1 = ei+1 (i = 1, 2, . . . , n − 1),
fieifi = fi, fiei+1fi = fi (i = 1, 2, . . . , n − 1), (E4)

eifj = fjei (j − i ≥ 1, i − j ≥ 2). (E5)

Here we make a remark on the special elements above.

Remark 1.1. The relation (R0) implies that the special elements {fi} and {ei}
are generated by f = f1, e = e1 and s1, . . . , sn−1.

In this note, firstly we show that the special elements and the basic relations
(R0)-(R4) and (E1)-(E5) above characterize the partition algebra An(Q), i.e.
the special elements generate An(Q), and all the possible relations in An(Q) are
obtained from the basic relations. By Remark 1.1, the basic relations will be
translated into the relations among the symbols f , e and sis. Characterizations
will be stated by these symbols.

1.2 Characterization for An(Q)

Since generators {si | 1 ≤ i ≤ n − 1} of the partition algebra An(Q) satisfy
the relations of the symmetric group Sn, we can understand that fi and ei are
“conjugate” to f and e respectively.

Hence the basic relations (R2)-(R4) and (E1)-(E5) among the special ele-
ments are translated into the relations (R2′)-(R4′) and (E1′)-(E5′) among the
generators as follows.

Theorem 1.2. The partition algebra An(Q) is characterized by the generators

f, e, s1, s2, . . . , sn−1,
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and the relations

s2
i = 1 (i = 1, 2, . . . , n − 1),

sisi+1si = si+1sisi+1 (i = 1, 2, . . . , n − 2),
sisj = sjsi (|i − j| ≥ 2, i, j = 1, 2, . . . , n − 1),

(R1)

f2 = f, fs2fs2 = s2fs2f, fs2s1s3s2fs2s1s3s2 = s2s1s3s2fs2s1s3s2f, (R2′)

fs1 = s1f = f, (R3′)

fsi = sif (i = 3, 4, . . . , n − 1), (R4′)

e2 = Qe, (E1′)

es1es1 = s1es1e = es1e, (E2′)

esi = sie (i = 2, 3, . . . , n − 1), (E3′)

efe = e, fef = f, (E4′)

fs2s1es1s2 = s2s1es1s2f. (E5′)

In Sections 2-4 we prove this theorem not using the generators and the
relations in the theorem but using the special elements and the basic relations
(R0)-(R4) and (E1)-(E5).

The partition algebras An(Q) were introduced in early 1990s by Martin [12,
13] and Jones [6] independently and have been studied, for example, in the pa-
pers [14, 2, 5]. The theorem above has already shown in the paper [5]. Here
we give another poof defining a “standard” expression of a word of the special
elements of An(Q) according to the papers [8, 10, 11]. From this standard ex-
pression, we will find that the partition algebra An(Q) is cellular in the sense
of Graham and Lehrer [4]. Thus, applying the general representation of cellular
algebras to the partition algebras, we will get a description of the irreducible
modules of An(Q) for any field of arbitrary characteristic. (For the cell repre-
sentations, we also refer the paper [7].)

Further, we can make the character table of An(Q) using the standard ex-
pressions. These topics will be studied in near future. For the present we refer
the notes [10, 17] and the results about the partition algebras [2, 22].

2 Local moves deduced from the basic relations

Let
L1

n = {s1, s2, . . . , sn−1, f1, f2, . . . , fn−1, e1, e2, . . . , en}

be the set of symbols whose words satisfy the basic relations (R0)-(R4) and
(E1)-(E5). There are many relations among these symbols which are deduced
from the basic relations. These relations are pictorially expressed as local
moves. Among them, we frequently use relations fi+1sisi+1 = sisi+1fi (R0),
fisi+1fi = fifi+1 (R2′′) and eisi = eifiei+1 = siei+1 (E4′′) as in Figure 4,5 and
6 respectively. The latter two relations are deduced from the relations (R0)-(R3)
and (R0), (R3), (E4) respectively.
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=

Figure 4: fi+1sisi+1 = sisi+1fi (R0)

= =

Figure 5: fisi+1fi = fifi+1 (R2′′)

As we noted in the previous paper [11], these basic relations are invariant
under the transpositions of indices i ↔ n − i + 1 as well as the Z[Q]-linear
involution ∗ defined by (xy)∗ = y∗x∗ (x, y ∈ An(Q)). This implies that if one
local move is allowed then other three moves —obtained by reflections with
respect to the vertical and the horizontal lines and their composition— are also
allowed.

Further, we note that if we put

e[r] = f1f2 · · · fr−1e1e2 · · · erf1f2 · · · fr−1

then we can check that e[r], f and si (1 ≤ i ≤ n−1) satisfy the defining relations
of Pn,r(Q), the r-modular party algebra, defined in the paper [11]. This means
that the local moves shown in the paper [11] also hold in An(Q) (in fact, these
local moves are more easily verified in An(Q)). Some of them are pictorially
expressed in Figures 7,8,9 and 10.

3 Standard expressions of seat-plans

In this section, for a seat-plan w of Σ1
n, we define a basic expression, as a

word in the alphabet Γ1
n. Then we define more general forms called crank

form expressions. As a special type of the crank form expression, we define
the standard expression. In the next section, we show that any two crank form
expressions of a seat-plan will be moved to each other by using the basic relations
(R0)-(R4) and (E1)-(E5) finite times. Consequently, we find that any seat-
plan can be moved to its standard expression. To define these expressions, we
introduce some terminologies.

= =

Figure 6: eisi = eifiei+1 = siei+1 (E4′′)
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= =

Figure 7: Defective part jump rope (R13′)

=
(R2′′)

=
(R2)

=
(E4)

Figure 8: Removal (addition) of excrescences (R14′)

=

(R0)
=

(R13′)

(E4)
=

(E4)
=

Figure 9: Defective part shift (R16′)

= = =

Figure 10: Defective part exchange (R17′)
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3.1 Propagating number

Let w = {T1, T2, . . . , Ts} be a seat-plan of An(Q). For a part Ti ∈ w, the
intersection with M , or TM

i = M ∩ Ti, is called the upper part of Ti. Similarly,
TF

i = F ∩ Ti is called the lower part of Ti. If TM
i ̸= ∅ and TF

i ̸= ∅ hold
simultaneously, Ti is called propagating, otherwise, it is called non-propagating,
or defective. Let π(w) := {T ∈ w | T : propagating} be the set of propagating
parts. The number of propagating parts |π(w)| is called the propagating number
(of w). If Ti ∈ π(w) then the upper [resp. lower] part TM

i [resp. TF
i ] of Ti is

also called propagating. If Ti ∈ w \ π(w) and TM
i = Ti [resp. TF

i = Ti], then
TM

i [resp. TF
i ] is called defective.

For example, in Figure 1, π(w) = {T1, T4}. Hence |π(w)| = 2. On the other
hand T2, T3 and T5 are defective. The upper and the lower propagating parts
are {1}, {5} and {1′, 2′, 4′}, {3′} respectively. The upper defective parts are T2

and T3. The lower defective part is T5.

3.2 A basic expression of a seat-plan

For a part Ti ∈ w, define t(Ti) by

t(Ti) =
{

1 if Ti is propagating,
0 if Ti is defective.

Similarly we define t(TM
i ) [resp. t(TF

i )] to be 1 or 0 in accordance with that
TM

i [resp. TF
i ] is propagating or not.

Using the terminologies above, first we define a basic expression of an seat-
plan. Let w ∈ Σ1

n be a seat-plan and ρw = (T1, . . . , Ts) be an arbitrary sequence
of all parts of w. For the sequence ρw, we define the sequence of the upper
[resp. lower] parts M = M(ρw) = (TM

i1
, . . . , TM

iu
) (i1 < · · · < iu, u ≤ s) [resp.

F = F(ρw) = (TF
j1

, . . . , TF
jv

) (j1 < · · · < jv, v ≤ s)] omitting empty parts.
Using these data, we define cranks CM[i], C∗

F [i] and CM
F [σ]) as products of

the generators as in Figure 11, 12 and 13 respectively. Here σ is a word in the
alphabet {s1, . . . , s|π(w)|−1}.

Remove this

if

ll

i
k

M
i
k

M

i
l

l

i
k

M
i
k

M

l

Figure 11: CM[l]
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if

l
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F

j
l

F

l

j
k

F

j
k

F

j
k

F
l

l

Figure 12: C∗
F [l]

Add this if t(T F )=1| π (w ) |

n - | π (w ) |Add this if t(T M)=1

jv

iu

σ

Figure 13: CM
F [σ]

Further we define the “product of cranks” C[M] and C[F] by

C[M] = CM[1]CM[2] · · ·CM[u − 1]

and
C∗[F] = C∗

F [v − 1] · · ·C∗
F [2]C∗

F [1]

respectively. We note that CM[l] [resp. C∗
F [l]] is defined by a composition

E = (E1, . . . , Es) of n whose components have labels either “propagating” or
“defective”. For example if M = (2, 1, 2, 2, 3), (t(Mi))1≤i≤5 = (0, 1, 0, 1, 1),
F = (3, 4, 3), (t(Fi))i=1,2,3 = (1, 1, 1) and σ = (1, 2)(2, 3) ∈ S3, then the prod-
uct of cranks C[M]CM

F [σ]C∗[F] is presented as in Figure 14.
Let M be the sequence of n symbols obtained from M = M(ρw) by arranging

all elements of TM
ik

s in accordance with the sequence M so that all elements of
each TM

ik
are increasingly lined up from left to right. For example, if M =

({3, 1, 7}, {6, 4}, {5, 2}), then M = (1, 3, 7, 4, 6, 2, 5). Similarly F is defined from
F = F(ρw).

Then the following product becomes an expression of a seat-plan w.

C(M, id, F) = xMC[M]CM
F [id]C∗[F]x∗

F.

Here xM [resp. x∗
F] is a permutation which maps j to the number in the j-th

coordinate of M. [resp. the number written in the j-th coordinate of F to j′].
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Figure 14: Product of cranks

We call this expression a basic expression of w. We note that for a seat-plan w
there are several ways to choose ρw, a sequence of the parts of w. i.e. Several
basic expressions can be defined for one seat-plan.

3.3 The standard expressions of a seat-plan

Our claim is that any basic expression of a seat-plan w can be moved to a special
expression called the standard expression by using the relations (R0)-(R4) and
(E1)-(E5) finite times. In order to show this claim, next we introduce the notion
of a crank form expression of w.

Consider the propagating parts π(w) = {Ti1 , . . . , Tip} (p = |π(w)|) of w.
Let (M1, . . . ,Mp) be a sequence of the upper parts of π(w) and (F1, . . . , Fp)
the one of the lower parts. Then there exists a permutation σ ∈ Sp such that
{Mσ(k) ⊔ Fk | k = 1, . . . , p} = π(w). As is well known, a permutation σ of
degree p is presented by p-strings braid which connects the lower k-th point to
the upper σ(k)-th point.

Now we define a crank form expression of w. Let M = (M1, . . . ,Mu) [resp.
F = (F1, . . . , Fv)] be any fixed sequence of the upper [resp. lower] parts of w
(whose empty parts are omitted and propagating parts are specified). From the
sequences M and F, we obtain products of cranks C[M] and C∗[F]. Further, from
π(M) and π(F), we obtain a permutation σ ∈ Sp such that {Miσ(k) ⊔Fjk

; k =
1, . . . , p} = π(w). Then the product

C(M, σ, F) = xMC[M]CM
F [σ]C∗[F]x∗

F

becomes a presentation of w. We call this presentation a crank form expression
of w defined by M and F. If a crank form expression is made from sequences
(M1, . . . ,Mu) and (F1, . . . , Fv) such that

1. M1, . . . ,Mp and F1, . . . , Fp are propagating,
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2. Mp+1, . . . ,Mu and Fp+1, . . . , Fv are defective.

then we call it in normal form.
Finally, we define the standard expression of w, as a special expression of

crank form expressions in normal form by properly choosing the sequences
(M1, . . . ,Mu) and (F1, . . . , Fv). For this purpose first we sort the parts T1, . . . , Ts

of w so that they satisfy:

1. π(w) = {T1, T2, . . . , Tp},

2. {Ti | i = p + 1, p + 2, . . . , u} is the set of all upper defective parts,

3. {Ti | i = u+1, u+2, . . . , u+(v−p)} is the set of all lower defective parts.

For an ordered set E, let min E be the minimum element in E. Let T1, T2, . . . , Tp

be the parts of π(w). Define (M1,M2, . . . ,Mp) so that they satisfy

{M1,M2, . . . ,Mp} = {TM
1 , TM

2 , . . . , TM
p }

and
minM1 < minM2 < · · · < minMp.

Similarly (F1, F2, . . . , Fp) are defined using the lower parts of π(w). In such
a method, the sequences of the upper parts (M1, . . . ,Mp) and the lower parts
(F1, . . . , Fp) are uniquely defined from a seat-plan w.

Now we define (Mp+1, . . . ,Mu) so that they satisfy

{Mp+1,Mp+2, . . . ,Mu} = {Tp+1, Tp+2, . . . , Tu}

and
min Mp+1 < minMp+2 < · · · < minMu.

Similarly we define (Fp+1, . . . , Fv) so that they satisfy

{Fp+1, Fp+2, . . . Fv} = {Tu+1, Tu+2, . . . , Tu+(v−p)}

and
minFp+1 < min Fp+2 < · · · < minFv.

Using these upper and lower sequences defined above, we can obtain a crank
from expression in normal form called the standard expression of w.

4 Proof of Theorem 1.2

In the previous section, we have defined the standard expression of a word in
the alphabet L1

n as a special expression of the crank form expressions in normal
form. In this section, first we show that any two crank form expressions of
a seat-plan w are transformed to each other by finitely using the local moves
shown in Section 2. Then we show that any word in the alphabet L1

n is moved
to a scalar multiple of one of the crank form expressions. Thus we can find that
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any word in the alphabet L1
n is reduced to a scalar multiple of a the standard

expression. Since the set of seat-plans makes a basis of An(Q) and since every
seat-plan has its standard expression, this proves that the partition algebra
An(Q) is characterized by the generators and relations in Theorem 1.2.

First we show that any two crank form expressions are transformed to each
other. For w ∈ Σ1

n, let M = (M1, . . . ,Mu) and F = (F1, . . . , Fv) be sequences of
the upper and the lower parts of w respectively. Assume that the subsequence
π(M) = (Mi1 , . . . ,Mip) (i1 < · · · < ip) of M is the sequence of the upper
propagating parts and π(F) = (Fj1 , . . . , Fjp) (j1 < · · · < jp) is that of the lower
propagating parts. Then there exists a permutation σ of degree p = |π(w)|
which specifies how the propagating parts of w are recovered from π(M) and
π(F). Let E = (E1, . . . , Es) be a sequence of the upper or lower parts. Suppose
that τ ∈ Ss acts on E by τE = (Eτ−1(1), . . . , Eτ−1(s)). Then the following
lemma holds.

Lemma 4.1. Let M = (M1, . . . ,Mu) and F = (F1, . . . , Fv) be sequences of
the upper and the lower (non-empty) parts of a seat-plan respectively. If Mi

[resp. Fi] is defective and σi = (i, i + 1), the i-th adjacent transposition, then
the crank form expression C(M, σ, F) is moved to another crank form expression
C(σiM, σ, F) [resp. C(M, σ, σiF) ].

Proof. We consider the case Mi is defective. In case Fi is defective, the similar
proof will hold. Let PM,i ∈ Sn be a permutation defined by

PM,i(x) :=


x + |Mi+1| if

∑i−1
j=1 |Mj | < x ≤

∑i
j=1 |Mj |,

x − |Mi| if
∑i

j=1 |Mj | < x ≤
∑i+1

j=1 |Mj |,
x otherwise.

Then we find that xMP−1
M,i maps j to the j-th coordinate of σiM. Hence we have

xMP−1
M,i = xσiM. (For the definition of M, see Section 3.2.)

On the other hand, since Mi is defective, we have PM,iC[M] = C[σiM] by
removing an excrescence of Mi and iteratively using “defective part exchange”
(R17′) in Figure 10 (if Mi+1 is defective) or iteratively using “defective part
shift” (R16′) in Figure 9 (if Mi+1 is propagating), and then adding an excres-
cence to Mi just moved. Thus we obtain

C(M, σ, F) = xMC[M]CM
F [σ]C∗[F]x∗

F

= (xMP−1
M,i)(PM,iC[M])CM

F [σ]C∗[F]x∗
F

= xσiMC[σiM]CM
F [σ]C∗[F]x∗

F
= C(σiM, σ, F).

Remark 4.2. Lemma 4.1 also holds if Mi+1 [resp. Fi+1] is defective.

By Lemma 4.1 and Remark 4.2 we may assume that any crank form expres-
sion is given in normal form.
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Lemma 4.3. Let C(M, σ, F) be a crank form expression of w in normal form.
If Mi and Mi+1 are propagating then C(M, σ, F) is moved to another crank
form expression C(σiM, σiσ, F) in normal form. Similarly if Fi and Fi+1 are
propagating, then C(M, σ, F) is moved to C(M, σσi, σiF).

Proof. Let CM[i] and CM[i + 1] be i-th and (i + 1)-st cranks of C[M]. By
Figure 15, we have

PM,iCM[i]CM[i + 1] = CσiM[i]CσiM[i + 1]σi.

Thus we obtain

= =

= =

==

,

P
M i

Figure 15: Crank form exchange

C(M, σ, F) = xMC[M]CM
F [σ]C∗[F]x∗

F

= (xMP−1
M,i)(PM,iC[M])CM

F [σ]C∗[F]y∗
F

= xσiMC[σiM]CM
F [σiσ]C∗[F]x∗

F
= C(σiM, σiσ, F).

By Lemma 4.1, Remark 4.2 and Lemma 4.3 we obtain the following.
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Proposition 4.4. A crank form expression of a seat-plan is moved to its stan-
dard expression.

Now we prove that any word in the alphabet L1
n is moved to a crank form

expression. By the above proposition, we will find that any word can be moved
to its standard expression.

Proposition 4.5. If C(M, σ, F) is the standard expression of a seat-plan w, then
siC(M, σ, F) is moved to a crank form expression of siw.

Proof. If i and i + 1 are both included one of the (upper) parts of w, say Mk,
then we have

k−1∑
j=1

|Mj | < x−1

M (i) < x−1

M (i + 1) = x−1

M (i) + 1 ≤
k∑

j=1

|Mj |

and

(x−1

M (i), x−1

M (i + 1))CM[k] = (x−1

M (i), x−1

M (i) + 1)CM[k] = CM[k].

Since
sixM = (i, i + 1)xM = xM(x−1

M (i), x−1

M (i + 1)),

we find that siC(M, σ, F) = C(M, σ, F) is a crank form expression.
If i is included in Mj and i + 1 is included in Mk (j ̸= k), then we have

sixM = xM′ . Here M′ is the sequence of the upper parts obtained from M =
(M1, . . . ,Mu) by replacing Mj with M ′

j = (Mj \ {i}) ∪ {i + 1} and Mk with
M ′

k = (Mk \ {i + 1}) ∪ {i}.
Hence we find that siC(M, σ, F) is moved to C(M′, σ, F), a crank form ex-

pression. In particular this expression again becomes the standard expression,
unless k = j + 1, t(Mj) = t(Mj+1), and i = min Mj , i + 1 = min Mj+1.

Proposition 4.6. If C(M, σ, F) is the standard expression of a seat-plan w, then
fC(M, σ, F) is moved to a crank form expression of fw.

Proof. First consider the case {1, 2} ⊂ Mk for some k. In this case, there exists
an integer i such that i = x−1

M (1) and i+1 = x−1

M (2). Hence in this case we have
fxM = xMfi and fiCM[k] = CM[k]. Thus we obtain fC(M, σ, F) = C(M, σ, F).

Next consider the case 1 ∈ Mj and 2 ∈ Mk (j ̸= k). In the following we
assume that Mj and Mk are both propagating. Even if either Mj or Mk or
both of them are defective, the similar proof will hold. Proposition 4.4 implies
that the standard expression C(M, σ, F) is moved to a crank form expression
C(M′, id, F′) so that the first and the second components of M′ are Mj and Mk

respectively and the first and the second components of F′ are jointed to Mj and
Mk respectively. Using the relations (R2′′), (R2) and (R12′′), we find that the
first and the second components of M′ and those of F′ are merged by the action of
f . For example, if |Mj | = 5 and |Mk| = 4 then we have Figure 16. The merged
propagating parts will be moved to a crank form expression C(M′′, id, F′′) by

14



=
(R2)

=
(R2′′)

Figure 16: Action of f on w

=

(E4)

=

(E4)

=

(R2)

=

(E4)

Figure 17: Bumping

“bumping” as in Figure 17. Here M′′ [resp. F′′] is a sequence of upper [resp.
lower] parts obtained from M [resp. F] by merging the first two components.

Proposition 4.7. If C(M, σ, F) is the standard expression of a seat-plan w, then
eC(M, σ, F) is moved to a crank form expression of ew.

Proof. By the same argument in the previous proposition, we may assume that
C(M, σ, F) is moved to a crank form expression

C(M′′, id, F′′)

such that the first component M ′′
1 of M′′ contains {1}.

First consider the case |M ′′
1 | > 1. In this case, it is easy to check that

eC(M′′, id, F′′) is again a crank form expression of ew as it is.
Next consider the case |M ′′

1 | = 1. If M ′′
1 is defective, then we have a scalar

multiple of a crank form expression eC(M′′, id, F′′) = QC(M′′, id, F′′). If M ′′
1 is

propagating, then applying “addition of excrescences (R14′)” and “bumping”
in Figures 8 and 17 we can move eC(M′′, id, F′′) to a crank form expression.

Proof of Theorem 1.2. Let Ãn(Q) be the associative algebra over Z[Q] abstractly
defined by the generators and the relations in Theorem 1.2. So there exists a
surjective morphism ψ from Ãn(Q) to An(Q). As we noted in Section 1, we may

assume that Ãn(Q) is generated by the alphabets L1
n which satisfy the relations

(R0)-(R4) and (E1)-(E5). Here we note that the “geometrical moves” we have
shown previously can be applied to any algebra which satisfies the relations
(R0)-(R4) and (E1)-(E5). Hence if we associate the alphabets in L1

n with the
diagrams in Figure 3, then we can apply the notion of basic expressions, crank
form expressions and standard expressions to the words in the alphabets L1

n of

Ãn(Q).

15



Let w be a word in the alphabet L1
n of Ãn(Q). Suppose that w is presented

in a standard expression. Then by Proposition 4.5-4.7, siw, fw and ew are all
moved to (possibly scalar multiples of) crank form expressions. By Proposi-
tion 4.4, they are moved to the standard expressions. Since si (1 ≤ i ≤ n − 1),
f , and e are crank form expressions as they are, by induction on the lengths
of the words in the alphabets Ln, any word turn out to be equal to (a scalar
multiple) of the standard expression of a seat-plan w of Σ1

n. Hence we have

rank Ãn(Q) ≤ |Σ1
n|.

As Tanabe showed in [19], Σ1
n makes a basis of C ⊗ An(k) = C ⊗ ψ(Ãn(k))

if k ≥ n. Hence rank C⊗An(z) = |Σ1
n| holds as far as z takes any integer value

k ≥ n. This implies that ψ is an isomorphism and we find that the generators
and the relations in Theorem 1.2 characterize the partition algebra An(Q).

5 Definition of An− 1
2
(Q), a subalgebra of An(Q)

In this section, we consider a subalgebra An− 1
2
(Q) of An(Q) generated by the

special elements s1, . . . , sn−2, f1, . . . , fn−1 and e1, . . . , en−1. As we have noted
in Remark 1.1, {fi} (1 ≤ n − 2) and {ei} (1 ≤ n − 1) are written as products
of f = f1, e = e1 and s1, . . . , sn−2. The special element fn−1, however, can
not be expressed as a product of other special elements in An− 1

2
(Q), since we

deleted sn−1 from the generators of An(Q). Hence An− 1
2
(Q) can be defined

as a subalgebra of An(Q) generated by the following elements: s1, . . . , sn−2,
f = f1, f∗ = fn−1 and e = e1. We can obtain the defining relations among
these generators just as in the case of An(Q).

Theorem 5.1. Let Z be the ring of rational integers and Q the indeterminate.
We put A 1

2
(Q) = Z[Q] · 1. For an integer n ≥ 2, An− 1

2
(Q) is characterized by

the generators
e, f, s1, s2, . . . , sn−2, f∗(if n > 2)

and the relations (R0), (R1′)-(R4′) and (E1′)-(E5′) omitting the ones which
involve sn−1 and adding the following relations:

f∗sn−2sn−3 · · · s3s2s1s2s3 · · · sn−3sn−2f∗

= f∗sn−2sn−3 · · · s3s2fs2s3 · · · sn−3sn−2 (R2∗)
= sn−2sn−3 · · · s3s2fs2s3 · · · sn−3sn−2f∗,

ff∗ = f∗f, ef∗ = f∗e, f∗si = sif∗ (1 ≤ i ≤ n − 3), (R4∗)

f∗sn−2sn−3 · · · s1es1 · · · sn−3sn−2f∗ = f∗,
es1s2 · · · sn−2f∗sn−2 · · · s2s1e = e.

(E4∗)

We understand A1+ 1
2
(Q) = A2− 1

2
(Q) is defined by the generators 1, e and f

with the relations e2 = Qe, f2 = f , efe = e, fef = f . (Hence, A2− 1
2
(Q) is a

rank 5 module with a basis {1, e, f, ef, fe}.)
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The relations (R2∗) correspond to the relations fn−1sn−2fn−1 = fn−1fn−2 =
fn−2fn−1. We deduce f∗sn−2f∗ = f∗sn−2f∗sn−2 = f∗sn−2f∗sn−2 from (R2∗).

Proof. First we note that all the generators of An− 1
2
(Q) have the part which

contains n and n′ simultaneously.
We consider the transpositions of indices i ↔ n− i+1. These transpositions

make An− 1
2
(Q) a subalgebra of An(Q) generated by

L1
n− 1

2
= {f1, . . . , fn−1, s2, . . . , sn−1, e2, . . . , en}.

By the relation (R0), An− 1
2
(Q) is actually generated by letters {f1, f2, e2 and

s2, . . . , sn−1}. Each of these generators has a part which includes {1, 1′}. In the
following in this section, we suppose that An− 1

2
(Q) is generated by the letters in

L1
n− 1

2
. The Z[Q] bases of An− 1

2
(Q) consist of Σ1

n− 1
2

a subset of seat-plans in Σ1
n

which have at least one propagating part which contains 1 and 1′ simultaneously.
In the diagram of the standard expression of a seat-plan of Σ1

n− 1
2
, the vertices 1

and 1′ are joined by a vertical line. Shrinking this vertical line to one vertex, we
have one to one correspondences between Σ1

n− 1
2

and the set of the set-partitions

of order 2n − 1. (Hence we find |Σ1
n− 1

2
| = B2n−1, the Bell number.)

Under this preparation, we prove the theorem. Since the relations in the
theorem allow us to use all the required local moves, we can show just in the
course of the arguments of Section 4 that any word in the alphabet L1

n− 1
2

is
equal to (possibly a scalar multiple of) a standard expression in the abstract

algebra ˜An− 1
2
(Q).

Hence we have
rank Ãn− 1

2
(Q) ≤ |Σ1

n− 1
2
|.

As Murtin and Rollet showed in [15], Σ1
n− 1

2
makes a basis of C⊗An− 1

2
(k) =

C ⊗ ψ( ˜An− 1
2
(k)) if k > n. Hence rank C ⊗ An(z) = |Σ1

n− 1
2
| holds as far as

z takes any integer value k > n. This implies that ψ is an isomorphism and
we find that the generators and the relations in the theorem characterize the
subalgebra An− 1

2
(Q).

6 Bratteli diagram of the partition algebras

In this section, we get back to the original definition of An− 1
2
(Q). (i. e.

An− 1
2
(Q) is generated by s1, . . . , sn−2, f1, . . . , fn−1 and e1, . . . , en−1.) Since,

An− 1
2
(Q) contains all the generators of An−1(Q), it becomes a subalgebra of

An− 1
2
(Q). Hence we obtain the sequence of inclusions A0(Q) ⊂ A 1

2
(Q) ⊂ · · · ⊂

Ai− 1
2
(Q) ⊂ Ai(Q) ⊂ Ai+ 1

2
(Q) ⊂ · · · .

First we define a graph Γn [resp. Γn+ 1
2
] for a non-negative integer n ∈ Z≥0.

Then we define the sets of tableaux as sets of paths on this graph. Figure 18
will help the reader to understand the recipe.
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Figure 18: Γ4
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For the moment, we assume that Q is a sufficiently large integer. Let λ =
(λ1, λ2, . . . , λl) be a partition. For this λ, define

λ̃ = (Q − |λ|, λ1, λ2, . . . , λl)[
resp. λ̂ = (Q − 1 − |λ|, λ1, λ2, . . . , λl)

]
to be a partition of size Q [resp. Q − 1]. Pictorially, λ̃ [resp. λ̂] is obtained by
adding Q − |λ| [resp. Q − 1 − |λ|] boxes on the top of λ.

Let P≤i =
⋃i

j=0{λ | λ ⊢ j} be a set of Young diagrams of size less than or
equal to i. We define Λi and Λi+ 1

2
to be

Λi = {λ̃ | λ ∈ P≤i} and Λi+ 1
2

= {λ̂ | λ ∈ P≤i},

which are set of Young diagrams of size Q and Q − 1 respectively.
Under these preparations we define a graph Γn [resp. Γn+ 1

2
] which consists

of the vertices labeled by: ⊔
i=0,1,...,n−1

(Λi ⊔ Λi+ 1
2
)

 ⊔
Λn

resp.

 ⊔
i=0,1,...,n

(Λi ⊔ Λi+ 1
2
)


and the edges joined by either of the following rule:

• join λ̃ ∈ Λi and µ̂ ∈ Λi+ 1
2

if µ̂ is obtained from λ̃ by removing a box
(i = 0, 1, 2, . . . n − 1) [resp. (i = 0, 1, 2, . . . , n)],

• join µ̂ ∈ Λi− 1
2

and λ̃ ∈ Λi if λ̃ is obtained from µ̂ by adding a box
(i = 1, 2, . . . n).

For a pair of Young diagrams (α, β), if β is obtained from α by one of the
method above, we write this as α ⌣ β.

Finally, we define the sets of the tableaux. For a half integer n ∈ 1
2Z and

α ∈ Λn, we define T(α), tableaux of shape α, to be

T(α) = {P = (α(0), α(1/2), . . . , α(n)) | α(j) ∈ Λj (j = 0, 1/2, . . . , n),

α(n) = α, α(j) ⌣ α(j+1/2) (j = 0, 1/2, . . . , n − 1/2)}.

7 Construction of representation

Now we have defined the sets of tableaux, we define linear transformations
among the tableaux.

Let Q be the field of rational numbers and K0 = Q(Q) its extension. In
the following, the linear transformations are defined over K0. If they preserve
the relations defined in the previous sections, they define representations of
An = An(Q) ⊗ K0. Similar methods are used for example in the references [1,
3, 16, 20, 21, 9].
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Let V(α) = ⊕P∈T(α)K0vP be a vector space over K0 with the standard
basis {vP |P ∈ T(α)}.

For generators ei, fi and si of An, we define linear maps ρα(ei), ρα(fi) and
ρα(si) on V(α) giving the matrices Ei Fi and Mi respectively with respect to
the basis {vP |P ∈ T(α)}.

7.1 Definition of ρα(ei)

Firstly, we define a linear map for ei.
For a tableaux P = (α(0), α(1/2), . . . , α(n)) of T(α), we define ρα(ei)(vP ) =∑

Q∈T(α)(Ei)QP vQ. Let Q = (α′(0), α′(1/2), . . . , α′(n)).
If there is an i0 ∈ {1/2, 1, . . . , n − 1/2} \ {i − 1/2} such that α(i0) ̸= α′(i0),

then we put
(Ei)QP = 0.

In the following, we consider the case that α(i0) = α′(i0) for i0 ∈ {0, 1/2, 1, . . . , n−
1/2} \ {i − 1/2}.

If α(i−1) and α(i) are not labeled by the same Young diagram, then we put

(Ei)QP = 0.

We consider the case α(i−1) and α(i) have the same label λ̃. In this case, the
possible vertices as α(i−1/2) have labels {λ̃−

(s)}, which are obtained by removing

one box from λ̃. Let {Qs} be the set of tableaux obtained from P by replacing
α(i−1/2) with λ̃−

(s).
Then we define (Ei)QP to be

(Ei)QsP =
h(λ̃)

h(λ̃−
(s))

.

Here h(λ) is the product of hook lengths defined by

h(λ) =
∏
x∈λ

hλ(x)

and hλ(x) is the hook-length at x ∈ λ.
Note that the matrix Ei is determined by the label λ̃ itself not by the vertex

at which the tableau P goes through. In other words, if another vertex in
different level, say i′, has the same label λ̃, then Ei′ becomes the same matrix.

Let v(λ−
(s), λ) be the standard vector which corresponds to a tableau whose

(i− 1)-st, (i− 1/2)-th and i-th coordinate (α(i−1), α(i−1/2), α(i)) are labeled by
(λ, λ−

(s), λ). Then for a tableau P which goes through λ at the (i−1)-st and the
i-th coordinate of P , we have

ρ(ei)(vP ) =
∑
s′

h(λ)
h(λ−

(s′))
v(λ−

(s′), λ).

Here λ−
(s′) runs through Young diagrams obtained from λ by removing one box.
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Figure 19: Representation spaces for ρ(ei)
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Figure 20: Representation spaces for ρ(ei)
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Example 7.1. Suppose that tableaux {pr} goes through paths in pictures il-
lustrated in Figure 19 or 20. Then we have

ρ(ei)(v0) =
h(∅̃)
h(∅̂)

v0 = Qv0,

ρ(ei)(v1 v2) = (v1 v2)
(

h(˜)/h(∅̂) h(˜)/h(∅̂)
h(˜)/h(̂) h(˜)/h(̂)

)
= (v1 v2)

(
Q

Q−1
Q

Q−1
Q(Q−2)

Q−1
Q(Q−2)

Q−1

)

ρ(ei)(v3 v4) = (v3 v4)
(

h(˜)/h(̂) h(˜)/h(̂)
h(˜)/h(̂) h(˜)/h(̂)

)
,

= (v3 v4)

(
2(Q−2)

Q−3
2(Q−2)

Q−3
(Q−1)(Q−4)

Q−3
(Q−1)(Q−4)

Q−3

)

ρ(ei)(v5 v6) = (v5 v6)

h(
˜
)/h(̂) h(

˜
)/h(̂)

h(
˜
)/h(

̂
) h(

˜
)/h(

̂
)

 ,

= (v5 v6)

(
2Q

Q−1
2Q

Q−1
Q(Q−3)

Q−1
Q(Q−3)

Q−1

)
.

Here vi is the standard vector which corresponds to pi. Similarly for the bases
〈v7, v8〉, 〈v9, v10, v11〉 and 〈v12, v13〉, we have the following matrices respectively:(

3(Q−4)
Q−5

3(Q−4)
Q−5

(Q−2)(Q−6)
Q−5

(Q−2)(Q−6)
Q−5

)
,


3(Q−1)
2(Q−2)

3(Q−1)
2(Q−2)

3(Q−1)
2(Q−2)

3(Q−3)
2(Q−4)

3(Q−3)
2(Q−4)

3(Q−3)
2(Q−4)

(Q−1)(Q−3)(Q−5)
(Q−2)(Q−4)

(Q−1)(Q−3)(Q−5)
(Q−2)(Q−4)

(Q−1)(Q−3)(Q−5)
(Q−2)(Q−4)

 ,

(
3Q

Q−1
3Q

Q−1
Q(Q−4)

Q−1
Q(Q−4)

Q−1

)
.

7.2 Definition of ρα(fi)

Next, we define a linear map for fi.
For a tableaux P = (α(0), α(1/2), . . . , α(n)) of T(α), we define ρα(fi)(vP ) =∑

Q∈T(α)(Fi)QP vQ. Let Q = (α′(0), α′(1/2), . . . , α′(n)).
If there is an i0 ∈ {1/2, 1, . . . , n − 1/2} \ {i} such that α(i0) ̸= α′(i0), then

we put
(Fi)QP = 0.

In the following, we consider the case that α(i0) = α′(i0) for i0 ∈ {0, 1/2, 1, . . . , n−
1/2} \ {i}.
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If α(i−1/2) and α(i+1/2) are not labeled by the same Young diagram, then
we put

(Fi)QP = 0.

We consider the case α(i−1/2) and α(i+1/2) have the same label µ̂. In this
case, the possible vertices as α(i) have labels {µ̂+

(r)}, which are obtained by
adding one box to µ̃. Suppose that α(i), the i-th coordinate of P , has its label
µ̃+

(r0)
. Let Q be a tableau obtained from P by replacing α(i) with one of {µ̂+

(r)}.
Then we define (Fi)QP to be

(Fi)QrP =
h(µ̂)

h(µ̂+
(r0)

)
.

Let v(µ+
(r), µ) be the standard vector which corresponds to a tableau whose

(i−1/2)-th, i-th and (i+1/2)-th coordinate (α(i−1/2),α(i), α(i+1/2)) are labeled
by (µ, µ+

(r), µ). Then for a tableau P which goes through µ at the (i − 1/2)-th
and the (i + 1/2)-th coordinate of P , we have

ρ(fi)(vP ) =
∑

r

h(µ)
h(µ+

(r0)
)
v(µ+

(r), µ).

Here µ+
(r) runs through Young diagrams obtained from µ by adding one box.

i

i+1/2

i-1/2

q
0

q
0

q1

q1

q
2

q2

q3

q3

q4

q4 q6

q
5

q5

q6 q
7

q7

q
8

q8

q9

q9

q10

q10

Figure 21: Representation spaces for ρ(fi)

Example 7.2. Suppose that tableau {qr} go through paths in the picture illus-
trated in Figure 21. Then we have

ρ(fi)(v0 v1) = (v0 v1)

(
h(∅̂)/h(∅̃) h(∅̂)/h(˜)
h(∅̂)/h(∅̃) h(∅̂)/h(˜)

)
= (v0 v1)

(
1
Q

Q−1
Q

1
Q

Q−1
Q

)
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and

ρ(fi)(v2 v3 v4) = (v2 v3 v4)


h(̂)/h(˜) h(̂)/h(˜) h(̂)/h(

˜
)

h(̂)/h(˜) h(̂)/h(˜) h(̂)/h(
˜
)

h(̂)/h(˜) h(̂)/h(˜) h(̂)/h(
˜
)


= (v2 v3 v4)


Q−1

Q(Q−2)
Q−3

2(Q−2)
Q−1
2Q

Q−1
Q(Q−2)

Q−3
2(Q−2)

Q−1
2Q

Q−1
Q(Q−2)

Q−3
2(Q−2)

Q−1
2Q

 .

Here vi is the standard vector which corresponds to qi. Similarly, for the bases
〈v5, v6, v7〉 and 〈v8, v9, v10〉 we have the following matrices respectively:

Q−3
(Q−1)(Q−4)

Q−5
3(Q−4)

2(Q−2)
3(Q−1)

Q−3
(Q−1)(Q−4)

Q−5
3(Q−4)

2(Q−2)
3(Q−1)

Q−3
(Q−1)(Q−4)

Q−5
3(Q−4)

2(Q−2)
3(Q−1)

 ,


Q−1

Q(Q−3)
2(Q−4)
3(Q−3)

Q−1
3Q

Q−1
Q(Q−3)

2(Q−4)
3(Q−3)

Q−1
3Q

Q−1
Q(Q−3)

2(Q−4)
3(Q−3)

Q−1
3Q

 .

7.3 Definition of ρα(si)

Finally, we define linear maps for si. Unfortunately, we do not have uniform
description for ρα(si), except for “non-reductive” paths. So first we define
ρα(si) for the non-reductive paths. Then we define ρα(s1) and ρα(s2) for
“reductive” paths one by one.

Non-Reductive Case

In the following, we use notation µ▹λ if a Young diagram λ is obtained from a
Young diagram µ by adding one box.

For 1 ≤ j ≤ i, let ν, µ, λ be Young diagrams of size j − 1, j and j + 1
respectively such that ν▹µ▹λ. If a tableau P of T(α) goes through ν̃, µ̃ and λ̃
at the (i − 2)-nd, the (i − 1)-st and the i-th coordinate, then P goes through ν̂
and µ̂ at the (i−3/2)-th and the (i−1/2)-th coordinate. We call such a tableau
non-reductive at i. If a tableau P does not satisfy the property above, then we
call P reductive at i.

Recall that if ν▹µ▹λ, then we can define the axial distance d = d(ν, µ, λ).
Namely, if µ differs from ν in the r0-th row and the c0-th column only, and λ
differs from µ in the r1-th row and the c1-th column only, then d = d(ν, µ, λ) is
defined by

d = d(ν, µ, λ) = (c1 − r1) − (c0 − r0) =
{

hλ(r1, c0) − 1 if r0 ≥ r1,
1 − hλ(r0, c1) if r0 < r1.

Here hλ(i, j) is the hook-length at (i, j) in λ.
If |d| ≥ 2, then there is a unique Young diagram µ′ ̸= µ which satisfies

ν▹µ′▹λ. Let P ′ be a tableau of shape α which are obtained from P by replacing
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(i− 1)-st and (i− 1/2)-th coordinates of P with µ̃′ and µ̂′ respectively. For the
standard vectors vP and vP ′ which correspond to P and P ′, we define the linear
map ρα(si) as follows:

ρα(si) : (vP , vP ′) 7−→ (vP , vP ′)
(

1/d
(
1 − 1/d2

)
/c

c −1/d

)
, (2)

where we can arbitrarily chose c ∈ K0 \ {0}. If we put

ad = 1/d and bd = 1 − a2
d, (3)

then the matrix in the expression (2) is written as follows:(
ad bd/c
c −ad

)
.

If |d1| = 1, then there does not exist a distinct Young diagram µ′ which satisfies
ν◃µ′◃λ other than µ. In this case, we define ρα(si) to be

ρα(si) : vP 7−→ advP .

Here ad is the one defined by (3).

Example 7.3. Suppose that a tableau p1 of T(α) goes through ∅̃, ˜ and ˜ at
the 0-th, the 1-st and the 2-nd coordinates respectively, then for the standard
vector u1 which corresponds to p1 we have

ρα(s1)u1 = u1.

For the standard vector v2 which corresponds to p2, a tableau of T(α) which goes

through ∅̃, ˜ and
˜

at the 0-th, the 1-st and the 2-nd coordinates respectively,
we have

ρα(s1)u2 = −u2.

Example 7.4. Let λ(1) = (3), λ(2) = (2, 1) and λ(3) = (1, 1, 1) be partitions of
3. Suppose that tableaux q1 and q2 of T(α) both go through ˜ and ˜ at the
1-st and the 2-nd coordinates respectively, and tableaux q3 and q4 of T(α) both

go through ˜ and
˜

at the 1-st and the 2-nd coordinates respectively. Further,
the tableaux q1, q2, q3 and q4 go through λ̃(1), λ̃(2), λ̃(2) and λ̃(3) at the 3-rd
coordinates respectively. Then we have

ρα(s2)(v1 v2 v3 v4) = (v1 v2 v3 v4)


1 0 0 0
0 −1/2 3/(4c) 0
0 c 1/2 0
0 0 0 −1

 .

Here vi is the standard vector which corresponds to qi.
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Reductive Case

Consider the case a tableau P is reductive at i. So far, we do not have uniform
description for ρα(si). So we define ρα(s1) and ρα(s2) one by one.

First we define ρα(s1). For tableaux p1 and p2 of T(α) which go through
(∅̃, ∅̂, ∅̃, ∅̂, ∅̃) and (∅̃, ∅̂, ˜, ∅̂, ∅̃) at the 0-th, the 1− 1

2 -th, the 1-st, the 2− 1
2 -th and

the 2-nd coordinate respectively, let u1 and u2 be the corresponding standard
vectors. Then we define ρα(s1)(u1 u2) by

ρα(s1)(u1 u2) = (u1 u2)
(

1 0
0 1

)
.

For tableaux p3, p4 and p5 of T(α) which go through (∅̃, ∅̂, ∅̃, ∅̂, ˜), (∅̃, ∅̂, ˜, ∅̂, ˜)
and (∅̃, ∅̂, ˜, ̂, ˜) at the 0-th, the 1 − 1

2 -th, the 1-st, the 2 − 1
2 -th and the 2-nd

coordinate respectively, let u3, u4 and u5 be the corresponding standard vectors.
Then we define ρα(s1)(u1 u2 u3) by

ρα(s1)(u1 u2 u3) = (u1 u2 u3)

 0 1 1
1

Q−1
Q−2
Q−1

−1
Q−1

Q−2
Q−1 −Q−2

Q−1
1

Q−1

 .

Next we define ρα(s2). In the following, we write

p = (λ(1), λ(2), λ(3), λ(4), λ(5))

to mean the tableau p goes through λ(1), λ(2), λ(3), λ(4), λ(5) at the 1-st, the
(2 − 1

2 )-th, the 2-nd, the (3 − 1
2 )-th and the 3-rd coordinates respectively.

Suppose that

q1 = (∅̃, ∅̂, ∅̃, ∅̂, ∅̃),
q2 = (˜, ∅̂, ∅̃, ∅̂, ∅̃),
q3 = (∅̃, ∅̂, ˜, ∅̂, ∅̃),

q4 = (˜, ∅̂, ˜, ∅̂, ∅̃),
q5 = (˜, ̂, ˜, ∅̂, ∅̃).

Then for the standard vectors (vj)5j=1 which correspond to (qj)5j=1 we define
ρα(s2)(v1 v2 v3 v4 v5) by

ρα(s2)(v1 v2 v3 v4 v5) = (v1 v2 v3 v4 v5)


1 0 0 0 0
0 0 0 1 1
0 0 1 0 0
0 1

Q−1 0 Q−2
Q−1

−1
Q−1

0 Q−2
Q−1 0 −Q−2

Q−1
1

Q−1

 .

Assume that

q6 = (∅̃, ∅̂, ∅̃, ∅̂, ˜),
q7 = (˜, ∅̂, ∅̃, ∅̂, ˜),
q8 = (∅̃, ∅̂, ˜, ∅̂, ˜),
q9 = (˜, ∅̂, ˜, ∅̂, ˜),

q10 = (˜, ̂, ˜, ∅̂, ˜),

q11 = (∅̃, ∅̂, ˜, ̂, ˜),
q12 = (˜, ∅̂, ˜, ̂, ˜),
q13 = (˜, ̂, ˜, ̂, ˜),
q14 = (˜, ̂, ˜ , ̂, ˜),

q15 = (˜, ̂,
˜
, ̂, ˜).
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Then for the standard vectors (vj)15j=6 which correspond to (qj)15j=6 we define
ρα(s2)(v6 v8 v11) and ρα(s2)(v7 v9 v10 v12 v13 v14 v15) by

ρα(s2)(v6 v8 v11) = (v6 v8 v11)


0 1 1
1

(Q−1)
Q−2
Q−1

−1
(Q−1)

Q−2
Q−1 −Q−2

Q−1
1

Q−1


and

ρα(s2)(v7 v9 v10 v12 v13 v14 v15) = (v7 v9 v10 v12 v13 v14 v15)Mi

Here the matrix Mi is

1
Q−1

Q−2
Q−1

−1
Q−1

−1
Q−1

1
(Q−1)(Q−2)

(Q−1)(Q−2)−2
2(Q−1)(Q−2) −1/2

Q−2
(Q−1)2

Q2−3Q+3
(Q−1)2

1
(Q−1)2

1
(Q−1)2

−1
(Q−1)2(Q−2)

−Q(Q−3)
2(Q−1)2(Q−2)

1
2(Q−1)

−(Q−2)
(Q−1)2

Q−2
(Q−1)2

−1
(Q−1)2

Q(Q−2)
(Q−1)2

1
(Q−1)2(Q−2)

Q(Q−3)
2(Q−1)2(Q−2)

−1
2(Q−1)

−(Q−2)
(Q−1)2

Q−2
(Q−1)2

Q(Q−2)
(Q−1)2

−1
(Q−1)2

1
(Q−1)2(Q−2)

Q(Q−3)
2(Q−1)2(Q−2)

−1
2(Q−1)

Q−2
(Q−1)2

−(Q−2)
(Q−1)2

1
(Q−1)2

1
(Q−1)2

(Q−1)2(Q−2)−1
(Q−1)2(Q−2)

−Q(Q−3)
2(Q−1)2(Q−2)

1
2(Q−1)

Q−2
Q−1

−(Q−2)
Q−1

1
Q−1

1
Q−1

−1
(Q−1)(Q−2)

Q2−3Q+4
2(Q−1)(Q−2) 1/2

−(Q−2)
Q−1

Q−2
Q−1

−1
Q−1

−1
Q−1

1
(Q−1)(Q−2)

Q(Q−3)
2(Q−1)(Q−2) 1/2



.

Next assume that

q16 = (∅̃, ∅̂, ˜, ̂, ˜),
q17 = (˜, ∅̂, ˜, ̂, ˜),
q18 = (˜, ̂, ˜, ̂, ˜),

q19 = (˜, ̂, ˜ , ̂, ˜),

q20 = (˜, ̂,
˜
, ̂, ˜),

q21 = (˜, ̂, ˜ , ̂ , ˜).

Then for the standard vectors (vj)21j=16 which correspond to (qj)21j=16 we define
ρα(s2)(v16 v17 v18 v19 v20 v21) by

ρα(s2)(v16 v17 v18 v19 v20 v21) = (v16 v17 v18 v19 v20 v21)Mi.

Here the matrix Mi is

1 0 0 0 0 0

0 −1
(Q−1)

1
(Q−1)(Q−2)

Q(Q−3)
2(Q−1)(Q−2) −1/2 0

0 1
(Q−1)

−1
(Q−1)(Q−2)

Q2−3 Q+4
2(Q−1)(Q−2) 1/2 1

0 1 Q2−3 Q+4
Q(Q−3)(Q−2)

(Q−1)(Q−4)
2(Q−2)(Q−3)

(Q−1)(Q−4)
2Q(Q−3)

−1
(Q−3)

0 −1 1
(Q−2)

Q−4
2(Q−2) 1/2 −1

(Q−1)

0 0 (Q−1)2(Q−4)
Q(Q−3)(Q−2)

−(Q−1)(Q−4)
2(Q−2)(Q−3)

−(Q−1)(Q−4)
2Q(Q−3)

1
(Q−3)


.
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Finally assume that

q22 = (∅̃, ∅̂, ˜, ̂,
˜
),

q23 = (˜, ∅̂, ˜, ̂,
˜
),

q24 = (˜, ̂, ˜, ̂,
˜
),

q25 = (˜, ̂, ˜ , ̂,
˜
),

q26 = (˜, ̂,
˜
, ̂,

˜
),

q27 = (˜, ̂, ˜ ,
̂
,
˜
).

Then for the standard vectors (vj)27j=22 which correspond to (qj)27j=22 we define
ρα(s2)(v22 v23 v24 v25 v26 v27) by

ρα(s2)(v22 v23 v24 v25 v26 v27) = (v22 v23 v24 v25 v26 v27)Mi.

Here the matrix Mi is

−1 0 0 0 0 0

0 1
(Q−1)

−1
(Q−1)(Q−2)

−Q(Q−3)
2(Q−1)(Q−2) 1/2 0

0 −1
(Q−1)

1
(Q−1)(Q−2)

Q(Q−3)
2(Q−1)(Q−2) 1/2 1

0 −1 1
(Q−2)

Q−4
2(Q−2) 1/2 −1

(Q−3)

0 1 1
(Q−2)

Q(Q−3)
2(Q−1)(Q−2)

Q−3
2(Q−1)

−1
(Q−1)

0 0 Q−3
Q−2

−Q(Q−3)
2(Q−1)(Q−2)

−(Q−3)
2(Q−1)

1
(Q−1)


.

8 Discussion

In the previous section, we gave linear maps ρα(ei) and ρα(fi) for all the
tableaux on Γn. and defined ρα(si) for non-reductive tableaux on Γn. We also
defined ρα(s1) and ρα(s2) for the reductive tableaux on Γn. (So far, we have
further obtained ρα(s3) for almost all reductive tableaux on Γ4.) These linear
maps preserve the relations in Theorem 1.2 and Theorem 5.3. Hence they give
representations of An(Q) for all α ∈ Λn (n = 2 − 1

2 , 2, 3 − 1
2 , 3, 4 − 1

2 ) and for
almost all α ∈ Λ4.

These representations also coincide with the ones calculated through the
Murphy’s operators which are introduced in the paper [5] and programmed by
Naruse. Moreover, the traces of the representation matrices above coincide with
the “characters” which is defined by Naruse in the paper [17]. This means that
the representations we have presented in this note will be irreducible and define
Young’s seminormal form representations of the partition algebras An(Q).
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